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Abstract

A method for evaluaiing image-recovery algorithms i¢ presented, which is based on the numerical assessment
of how well a specified visual task may be performed using the reconstructed images. A Monte Carlo
technique is used to simulate the complete imaging process including the generation of scenes appropr.ate to
the desired application, subsequent data taking, image recovery, and performance of the stated task based
on the final image. The use of a pseudo-random simulation process permits one to assess the response of
an irnuage-recovery algorithm to many different scenes. Nonlinear algorithms are readily evaluated. The
usefulness of this method is demonstrated through a study of the algebraic reconstruction technique (ART),
which recanstructs images from their pmjections. In the imaging situation studied, it is found that the use of
the nonnegativity constraint in ART can dramatically increase the detectability of objects in some instances,
especially when the data consist of a Lmited number of noiteless projections.

Introduction

For every indirect imaging application it is necessary to choose an image-recovery algorithm to obtain a
final image. This choice becomes critically important when the available data are limited and/or are noisy.
Several classes of measures have been employed in the past upon which to base image-rezovery algorithms
(1]. There are those based on the fidelity of the reccnstructed images, such as the conventional measure
of miniroum rme difference between the reconstructior and the original image. Experience teaches us that
this does ot Alwaye seem to be correlsted with the usefulness of images and so does not help one select
an algorithm. There are measures based oa how closely .he estimated reconstruction reproduces the input
data. The most popular of these, based on least-squares residual (or minimum chi-squared), is known to be
ill-conditioned or even worse, ill-pased [1]. To better condition the problem, it is often proposed to constrain
the least-squares objective in soma way. Further, there are measuies that combine the two previous ones,
such as maximum a poster-om raconstruction, which attempts to balance the match to the data against the
relationship of the reconstruction tn the known ensemble probubilizy distributions [2].

The fundamental tenet adopted in this paper is that the overall purpose of the imaging procedure is
t> provide certaun specific informsation about the object or scene under investigation. Consequently, in the
approach to algorithm evaluszcion precenred here, an algorithm is to be judged on the basis of how well one
can perform stated visual tasks using the reconstructed images.

Figure 1 displays the successive links in an imaging chain. It emphasizer that all the elements of the
im~ging system huve an effect on the Fnal interpreation of Lhe scane and thus must all be considered 1n
evaluating the effectivesess of the syitem. In actuality, the performance of an imaging task is a subtle proce=s
because there are many subsidiaty } aths wlong v.hich information is passed. The influence of these implicit
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Figure 1: Diagram of the complete process involved in the performance of a visual task. The dashed lines

indicate the paths taken by auxillary information, which must be available to the observer in order for him
to make a decision about reality.

sources of prior informatior on the final inference is not well understood. Here, task performaace will be
evaluated under an explicit set of assumptions.

For linear imaging systems the effects of image noise on \ask performance can be predicted for a variety of
simple tasks (3]. The same cannot be said of the effects of artifacts. The masking effects of measurement 110ise
are truly random in nature. The random noise process results in each set of measurements being different,
even when the scene being imaged does not change. Scme kinds of a:tifaci . appear as fixed patterns and do
not often behave like stationary noise. However, those created by an insufficient number of measurements
can manifest themselves as seemingly unpredictable irregularities that look like nolse, but in a strict sense,
they are not. These patterns are determined by the scene being imaged. Therefore, it is necessary to vary
the scene in a realistic way to test how well an algorithm dispenses with artifacts. For example, .he objects
in the scene are normally randomly placed relative to the discretely sampled measurem:nts as well as to the
reconstruction grid. Both of these positionings might affect the reconsiruction. Thus a singl: realization
of a simple scene is completely inadequate to judge a reconstruction algorithm. It ‘s necesaary to obtain a
statistically meaningful average of the response of an algorithm to many realizaticns ot the ensemble of scenes
with which it must cope. [t is unclear whether or not such a global approach to task perfurmarce is amenable
to theoretical treatment. The implied averaging over discrete samplings is ditficult to handle analytically.
Futhermore, it would be difficult to deal with nonlinear reconstruction or task performance algorithms. To
overcome these deficiencies, the proposed method is based upon computer simulation of scenes appropriate
to the desirec application, subsequent data taking and analysis of the data. A Monte Carlo technique, ons
that employs pseudo-random numbers to generate its results, in used in this simulation because it can readily
provide the above-noted variations within the ensemble. Furthermore, any new source of uncertainty can
easily be incorporated into the simulation by simply adding randomness to the appropriate varisble through
the introduction of a pseudo-random number.

Method

The proposed method of evaluating image-recovery algorithms employs a Monte Carlo technique to
simulate the entire imaging process from the beginning to the final task performance. T begin with,



one randomly generates representative scenes and the corresponding sets of measurements. The specified
tasks are then performed using the reconstructed scenes. Finally, the accuracy of the task performance is
evaluated. The advantage of this numerical approach is that it readily handles complex imaging situations,
nonstationary imaging characteristics, and nonlinear reconstruction algorithms. Its major disadvantage is
that it provides an evaluation that is valid only for the specific imaging situation investigated.

The proposed method proceeds as follows. First, the whole problem must be completely specified:

a) Define the class of scenes to be imaged including as much complexity as exists in the intended appli-
cation. Variations in scene from one realization to another should be fully specified.

b) Define the geomsatry of the measurements. The deficiencies in the measurements such as blur, uncer-
tainties in the geometry, and uncertainties in the measurements (noise) should be specified. Varations of
these uncertainties with position as well as intercorrelations between them could be included.

c) Defiue clearly the task to be performed. The task might be simple detection of a known object against
a known background, for example. Alternatively, it could be discrimination between two types of objects,
or something more complex, such as multiple discrimination, parameter estimation, etc. The fundamental
assumptions made must be explicitly stated.

d) Define the method of task performance. This should be consistent with the intended application. If
tbe task is to be performed by computer, then the intended analysis algorithm may be used. If the task is
to be perforrued by a human observer, some appruximatica to the human should be used. Alternatively,
a maximum-likelihood algorithm (ideal observer) may be employed to define the best possible performance
(under the prevailing assumptions made about the extent of auxillary information).

The simulation procedure is then performed by doing the following:

e) Create a representative scene and the corresponding measurement data by means of a Monte Carlo
sirmulation technique. A'l variations in scene content and uncertainties in the measurements are included by
means of pseudo-random selection of the uncertain parameters.

f) Reconstruct the scene with the algorithm being tested.

g) Perform the specified task using the reconstructed image.

h) Repeat steps e) through g) a sufficient number of times to obtain the necessary statistics on the
accuracy of the task performance.

Finally determine how well the task has been performed, on the average:

i) Evaluate the task performance. For binary discrimination tasks (of the yes-no variety), a receiver-
operating characteristic (ROC) curve (4] may be genarated. In a very precise treatment, one might use the
Bayes’ measure based on the relative costs of making false or true conclusions. For parameter estimation
tasks, the standard measure of rms error might be employed.

Example - Evaluation of nonnegativity constraint

The usefulness of the nonnegativity constraint in the algebraic reconstruction technique (ART) (5] will
now be expiored to demonstrate how the proposed method can be used. It should be noted that such a
constraint makes the response of the reconstruction algorithm nonlinear. As such, the task performance for
either noise or artifacts is not amenable to linear analysis. For the present example, the scene is assumed
to cousist of a number of non-uverlapping discs placed on a sero beckground. For this example, each scene
contains 10 high- contrast discs of amplitude 1.0 and 10 low-contrast discs with amplitude 0.1. The discs are
randomly placed within a circle of reconstruction, which has a diameter of 128 pixels in the reconstructed
image. The diameter of each disc 15 8 pixels. The first of the series of images gereratad for these tests is
shown in Fig. 2. In this computed tomographic (CT) problem, the measurements are assumed to consist of
a specified number of parallel projections, each containing 128 samples.

The above choices for this example are made because they provide a situation in which the nonnegativity
constraint is likely to have a substantial effect. In the limited data-taking circumstances we will -onsider,
the high-contrast discs p-oduce serious artifacts in the reconstructions, which make it difficult to detect the
lcw-contrast ones. The artifacts produced by these high-contrast disce depend ~ 1 their positions. Thus, it is
important to allow for random plicement of the discs to randomise the artifacts. In some of the test cases



Figure 2: The first randoruly generated scene consisting of 10 high-contrast and 10 low-contrast discs. The
evaluation of d4 is based on an average over ten similar scenes.

described below, random noise is added to the projection measurements. For these, a Gaussian-distributed
random number generator with zero mean is used. This means that negative projections are possible, even
though the object itself is nonnegative. While this mnay seem ridiculous to thecreticians, it is not at variance
with many experimental situations, as, for example, when the projections are derived from the measurement
of the attenuation of x rays.

The ART algorithm is employed in these examples to reconstruct the original scene. Ten iterations
of ART are used throughout. Variable relaxation (or damping) factors an used to attenuate successive
updates during the recoustruction. The choice of the relaxation factor is a ccimplex issue, which will not be
discussed in detail here but will be addressed in a future publication dealing with the optimal choice of the
relaxation factors. For the examples presented here, the algorithm begins with a relaxation i «tor nf 0.2 for
100 views and 1.0 for the other cases, which involve limited numbers of projections. The relaxation factcrs
are multiplied by 0.8 ufter each iteration, resulting in a final factor that is about oseven times ‘maller than
the initial one. This provides regularization in the estimation procedure, which converges to a lcast-squares
solution in the limit that the relaxation fuctor approaches zero [6]. The result of reconstructing Fig. 2 from
12 noiseless views spanning 180° is shown in Fig. 3. The seemingly random fluctuations in the background
are actually artifacts produced by the imited number of projections and arise mainly from the high-contrast
discs. At first sight, it appears that the ronnegativity constraint improves the reconstruction considerably
in that it has reduced the confusion caused by the fluctuations in the background. However, some of the
low-contrast disce have not been reproduced. Also, there stil remain many fluctuations in the background
that may miskcad one to suspect the presence of discs in places where none exist in reality. Thus, on the basis
of this single example, one cannot say with certainty whether or not the nonnegativity constraint improves
the detection of the low-contrast disce. A stntistically significant comparison between reconstructions with
end withou! tne constraint must be made to assess its value.

The vask to be performed is assumed to be the sitaple detection of the low-contrast discs. It is assumed
that the position of a possible disc is known beiorehand as is the background. To perform the stated task
of detection, it iy assumed that the sum over the area of the disc provides an appropriate decision variable.
This is an appraximation to tbe matched filter, which is known to be the optimum decision variable when the
image is carrupted by additive uncorrelated Gaussian noise [4]. This ignores the blurring effects of the finite
resolutic 1 of the discretely-sampled reconstruction. It also does not Lake into account the known correlation



Figure 3: Reconstructions of Fig. 2 from 12 noiseless parallel projections subtending 180° obtained -vith the
ART algorithm (right) with and (left) without the nonnegativity consiraint. These images are displayed at
high contrast to show the low-contrast discs of interest.

in the noise in CT reconscructions [7) that have been derived from projections containing uncorrelated noise.
Nor does it take into account the effects that the nonnegativity contraint has on the character of the noise.
After reconstruction, the sums in each regior. where the low-contrast objects are known to exist are calculated,
as well as those over each region where none exist. These two data sets may be displayed as histograms in
this decision variaole v as shown in Fig. 4. A disc will be said to be present at each location where the value
of the decision variable is above a chosen threshold. The probabllity that the presence of a disc is correctly
detected, called the true-positive probability, is estimated as the area under the dashed histogram above the
threshold. The probability of falsely stating a disc to be present, the false-positive probability, is the area
under the solid curve above the threshold. As the threshold is lowered to increase the true-poaitive rate,
the false-positive rate also increases. According to Bayes, a theorstically optimum choice of the threshold
value can be made on the basis of the relative costs associated with correctly ard incorrectly detecting discs.
Fowever, when dealing with human observers, these histograms are not explicitly observable and the choice
of the threshold is implicitly made by the observer. The relationship between the two histogram distributions
is often churacterized by the detectability index d’, given by

(l’ — ¢l —%

= , (1)
}01 + 99
2

where y; and o) are the mean and s deviation of the frequency distribution when the object is present and
those with the subscript 0 are when the object is not present. This is sometimes called the signal-to-noise
ratio (SNR) for detection. For the histograms shown in Fig. 4, d' is 0.87.

The tame results may Le dispiayed as an ROC curve (4], which shows th= variation of true-positive
probability with false-positive probability as the decision threshold changes. The ROC curve completely
summarizes binary detection task performance. Figure 5 shows the ROC curve generated directly from
the distributions in Fig. 4. Comparison between the ROC curves produced by unconstrained ART and
construned ART shows that the nonnegativity constraint has dramatically enhanced the performance of
this detection task. The area under the ROC curve A is known to be the same as the fraction of correct
scores that would be obtained in & two-alternative forced choice experiment (8]. The area under the ROC
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Figure 4: The frequency distributions of the decision variable (the sum over a circular region) evaluated
where a low-contrast disc is known to exist (dashed iine) and where none exists (solid line) for ART recon-
structions without the nonnegativity constraint. These results summarize the performance obtained from
reconstructions from 12 views for 10 randomly-generated scenes.
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Figure 5: The recaiver operating characteristiz (ROC) curve derived from the freouency distributions shown
in Fig. 4; that is, for unconstrainod ART (solid line) and the same for reconstructions obtained with the
nonnegativity constraint (dashed line). The nonnegativity constraint is seen to markedly improve task
performance since its TOC curve is always significantly above that for no cons'raints.



Table 1: Summary of the effect of the nonnegativity constraint on the detectability index d4 determined
from the ara under the ROC curve, for various kinds of projection data. These results were obtained from
tests made on the CT reconstructions of 10 randomly generated scenes for various kinds of deficiencies in
the data. Note that * indicates d’ (calculated from the means and variances of the frequency distributions
using (1)) was used instead of d4 because of the statistical inaccuracy of the latter.

no. proj. | A8 | rms da Improveinent
(deg.) | noise | without  with
constraint
100 180 8 | 1.98 2.00 +1%
100 | 180 41410 * 394 * —4% |
8 180 01045 0.79 +76%
12 180 0| 0.89 2.30 +158%
16 180 0] 1.94 551 * +184%
16 90 0| 1.19 2.49 +109%
32 90 0]1.25 3.57 +186%
16 180 2163 2.74 +69%

curve in Fig. 5 with no constraint is 0.736 compared to 0.948 with the constraint. The area under the ROC
curve may be expressed in terms of an effective index for detectability d4, calculated to be the same as d’,
under the assumption of Gaussian-shaped frequency histograms

dqa=2 erf’1{2(1 -A)}, (2)

where erf~1 is the inverse of the error function. For Fig. 5, a value for d4 of 0.89 is obtained for the
case without the constraint and 2.30 with the constraint. Thus, the use of the nonnegativity constraint has
increased the detectability by 158% in this case of a limited number of views.

Table 1 tabulates the results obtained under varying data-taking conditions. To refer the noise level to the
magnitude of the projections, the peak projection value for the low-contrast discs is 0.80. The nonnegativity
constraint is seen to be generally useful. The constraint is particularly helprul when the data are limited
by the measurement geometry. It has little effect when the data are complete but noisy. The CPU time
required to calculate the entries in the table took as long as one hour on a VAX 8700, which is about four
times faster than a VAX 78t

It was noted in essentially all situations tested that, even though the histograms did not always appear
to pos.ess Gaussian shapes, d' was very close to being the same as d4 . This is useful to know because d' has
better statistical accuracy than d4 and is more likely to be a continuous function of the parametera that can
be varied in the reconstruction procedure. This makes d' the performance index of choice for the purpose
of optimizing the reconstruction technique.

Discussion

We have presented a new method to test the effectiveness of reconstruction algorithms. This method is
based on a Monte Carlo simulation of the complete imuging process from the composition of the original
scene to the final interpretation of the reconstructad image. The accuracy with which a specified task is
performed is the goal of the simulation. This method is in accordance with the notion that an algc.ithm can
only be properly evaiuated by trying it out on a statistically meaningful sample of trials. A major advantage
of the Monte Carlo technique is that new effects may be easily added. On the other hand, only the overall
effect of all the conditions is observed. It is difficult to determine the relative contributions of individual
effects. The Monte Carlo simulaton techinique is particularly useful in situations that do not lend themselves
to analytic analysis. It can provide a good statistical sampling over all the uncontrollable variables in the



problem. An example of this is the typical problem of the effect of discrete sampling on signal analysis
as, for exampie, in the problem of the detection of small objects. In such a case, what makes sense is to
average the detectability over all possible positions of the object reiative to the discrete measurements and
the reconstruction grid [9]. The Monte Carlo method is perfect for this.

We have seen that the nonnegativity constraint is generally useful for the specific problem addressed
here - detection of low-contrast discs in the presence of high-contrast discs using CT reronstructions. This
constraint is particularly helpful when the data consist of a limited number of noiseless projections. When the
data are complete but degraded by additive noise , the nonnegativity constraint does not improve detectability.
Some improvement is obtained when the data are both incomplete and noisy. The effectiveness of the
nonnegativity constraint is found to depend on the choice of relaxation parameters used in the ART algorithm.
The optimal selecticn needs investigation.

There are many possible extensions to this preliminary effort. Alternative choices for the decision vari-
ables could be purzued to obtain improved performance. For example, a weighted sum of the reconstruction
values over a local region could be used. The optimal weights might be determined by using half the sim-
ulated reconstructions as a training set and the second half to estimate the task performance index. This
would probably be too difficult to handle in general, but, with suitable restrictions on the number of vari-
ables in the weights, it might be possible. The optimal choice of decision variable could be dependent upon
the reconstruction procedure. If this line of research were pursued, it would be reasonable to compare the
performance of one algorithm against another only on the basis of the best decsision procecure that could
ke achieved with each. As the detection task specified in the present example is truly simple and not very
closely related to most real problems, another worthwhile extension would be to explore more complex and
interesting tasks.

Clearly, this approach of random simul ition is generally applicable to test any or all aspects of the entire
imaging chain from scene generation to the final method of task performance. Possibly a very fruitful line of
research that cz.a be addressed using this approach is the optimization of the imaging system, either irn. terms
of its individual parts or in its entirety. If many parameters are to be varied in the opimizetion, one must be

concerned about the stability of the optimization proccss. Regularization may be required to statilize the
search for the optimum.
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